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Julia Powell:
So thank you David. Yeah. So welcome to everybody. As the admiral said it’s, we’re sad that we couldn’t do this in person. But I think by being able to pivot virtually we were able to reach a much wider audience than prior as we were limited by room size last year. So I’m going to give a bit of an overview of what our precision marine navigation program is and John Kelly and Jason Greenlaw, they’ll do sort of more of a technical detail. And then Christine Burns who is our program coordinator is going to talk more about our stakeholder engagement strategies behind there. So next slide. 
So I always like to start off these presentations of what is our working definition of precision marine navigation because a lot of people have different ideas about what precision navigation is and what precision marine navigation is. And our working context really is about the ability of a vessel to safely and efficiently navigate within the US EEZ which is the exclusive economic zone and operate in close proximity to sea floor bridges, narrow channels and other marine hazards. So for us precision marine navigation isn’t just about navigating in close proximity to ports. It’s really about navigating the entire US waters because for us it’s where we have data available that we can put it out into sort of the standardized formats for route optimization and other things. So next slide please. 
So I think a lot of people may have seen this slide but it’s really good to sort of pinpoint what we need is why do we need this whole precision marine navigation. And this is more about the close proximity piece where large vessels are entering a sea port and space is limited and time is critical. But the problem is is mariners actually have to go to many different places within NOAA for data and information to do a proper assessment of their transit and getting in and out of port. But there’s beyond the port infrastructure and beyond the sea buoy is that there’s also information that’s needed to plan for potential impacts from rapidly changing ocean and weather conditions. So for example the tragic accident for the El Faro it was the NTSB had found that it could have been prevented if they had the weather information available in a much more timely manner and also integrated within their navigation screen. Next slide please. 
So the other thing is when you’re looking at how to get all the different types of information is that the critical decisions that mariners have to make is a lot of them use more than one device or system to get our data. It ranges from portable pilot units, electronic chart systems, to ECDIS which is the regulated SOLAS, the regulated class or carriage and even to cell phones. And then the other challenge is that NOAA data sets are encoded in different data formats and none of which are navigation standards. And they range from NetCDF which happens to be the water level and surface currents and sea surface temperature data. Group two which is weather, SHEF, GeoTIFF, plain text and others. 
And then the other challenge is that the data sets are spread across various entities within NOAA but also within other federal agencies. So for example in order to get certain things like light list information you have to go to the US Coast Guard. If you’re transiting up the Mississippi and when you transit from the NOAA extent to the Army Corps extent you actually have to go from NOAA website to get the electronic navigational chart. And you’ll have to go to the Army Corps website to get the inland electronic navigational chart. So what this does is it presents the challenge for navigation system manufacturers in acquiring and processing the NOAA data for distribution to their customers but also provides a challenge for the mariners to know where to get the data. So next slide please. 
So if I also put this into context we are looking at the innovation sector of the portable pilot units and the ECS because they’re much more nimble in terms of being able to implement these things. But we also have to keep an eye on sort of what our SOLAS mandate is for regulated carriage and then the eventually. We want all of this data to also be at the hands of the regulated market. So with SOLAS there’s two clauses within SOLAS that really apply to this whole program which is to ensure the greatest possible uniformity and charts and nautical publications and take into account wherever possible relevant international resolutions and recommendations. And then the other key one is to coordinate their activities to the greatest possible degree in order to ensure hydrographic and nautical information is made available on a worldwide scale as timely, reliably and unambiguously as possible. So next slide please. 
So how do we get there? And as the Admiral had mentioned in his opening remarks we are really leveraging the S-100 standard. And I’ll talk about that a little bit more in detail at one of the following sessions for the end user community. But really what S-100 does is it provides a framework for precision marine navigation because what it does it it’s a big standard but you build different product specifications. And so when a manufacturer goes to implement, they’ll implement at the S-100 level but by doing that they’ll be able to intake all of the relevant product specifications and data sets that are produced to that standard. 
So for example in this graphic we show we have the S-101 electronic navigational chart. We have S-102 which is the high resolution bathymetric surface for navigation. Then S-104 eventually will come on line for water level information for surface navigation. S-111 surface currents and then also S-412 which is sort of a weather overlay. Next slide please. 
So really our project goals for precision marine navigation is to develop a prototype data processing and dissemination system to ingest, process and disseminate selected NOAA hydrographic, bathymetric, oceanographic and weather in an internationally recognized uniform format. And then from that we want to make those data sets and map services available to portable pilot units, electronic charting system manufacturers and underkeel clearance companies and obtain their feedback. 
And then the other key thing is we’re trying to use the DevPps and Cloud computing with open source software approach to develop and implement the prototype which John and Jason will go into a little bit more detail on in a few minutes. Next slide please. So I’m going to hand it over to John and Jason to sort of go more into details of where we are with our data processing and dissemination system.
John Kelly:
Thank you Julia. As she mentioned one of the goals of the project was to develop the prototype using a combination of Cloud computing, open source software and a DevOps approach instead of the traditional software development and infrastructure management process. Why did we attempt to do this? Well, it’s based on the following, first lessons learned both good and bad from our 15 years of experience in developing, implementing and operating NOAA’s NowCOAST web mapping services. We provide information to the maritime and coastal emergency management community. Second reason was the emphasis in DOC and NOAA to move the federal government towards Cloud computing. And third, the evolution and expansion of open source software, our experience using proprietary software, any advice from numerous NOAA advisory boards over the years. Next slide. 
So the benefit for this three prong approach are the following, DevOps which some of you might be familiar with is the combination of cultural practices, philosophies that combine software development and IT infrastructure operations where the developers and infrastructure engineers worked alongside each other in the same team. Potential benefits that shorten the system development life cycle, improve quality, reduce cost and risk and be able to continuously update and deliver new incremental changes for the users based on their requests and needs. Cloud computing is the use of remote configurable computing resources such as networks, servers, storage, services and applications that can be rapidly provisioned, used and then released when not needed. It has the potential to reduce cost on purchasing and maintaining IT infrastructure, providing scalability or redundancy. 
And the combination of DevOps and Cloud computing provide the ability to automatically allocate, configure, compute resources, storage and network resources as needed using the infrastructure as a code approach and tapping into an abundance of prebuilt Cloud services and Cloud native tools that approach usually called platform as a service resulting in a work flow that makes development, testing and maintenance more efficient and agile. And then finally open source software which many of you probably use including Postgres, Docker, geoserver for example that are distributed under a license which allows for the viewing, modification and actually use of the source code has the potential to reduce cost, avoid vendor lock in, increase flexibility for developers and promote collaboration internationally. 
And as Julia mentioned this whole S-100 effort is an international effort led by the international hydrographic office. And then also foster a community of developers around the code which increases and improves bug fixes documentation, feature requests and contributions and overall quality. So again the goal for this three prong approach is to better respond to changing needs of the users and partners of NOAA in a timely manner while at the same time trying to reduce the risk in costs. Next slide. 
So since the last workshop Jason and the rest of our team has developed and tested prototype of NOAA’s data processing dissemination system. The system automatically generates tiles of forecast guidance of surface water currents for up to three days, four times per day from NOAA’s operational oceanographic forecast modeling systems into HDF5 files using the IHO S-111 specification. This is done automatically for 13 NOS operational forecast systems for US coastal waters, estuaries, the Great Lakes and also for the eastern Pacific and western Atlantic coverage areas of the national weather service’s global real time ocean forecast system. 
Now on the right is a map predicting the tiles covering the NOS Chesapeake Bay operational forecast model grid, showing you an example. This is based on the NOS Office of Coast Survey rescheme ENC tile coverage areas, the electronic nautical charts. But the dissemination system interpolates the CBOFS as we call it, forecast guidance each of these tiles. And the important thing is these tiles must be under ten megabytes to ensure that the data can be downloaded to ships by using low bandwidth methods. In addition exchange catalogues containing metadata for these tiles for each OFS, forecast system, run is also produced by the dissemination system. This is important for our partners, our manufacturers and others to be able to automatically determine what’s the latest forecast run and grab that from a dissemination site. 
In addition the dissemination system also produces S-111 HDF5 files of the entire coverage area or domain of the forecast system on a regular grid but also doing it on a regular unstructured grid for the entire forecast model domain in a resolution that closely matches the native spatial and resolution of that forecast model. So we have several different options for you to look at. So again all these output files along with the metadata are posted to the NOAA Big Data Project free for you all to use and experiment with. 
And then finally a map view to allow users to discover, visualize and download surface water current guidance and also bathymetry data via these different tiles. Again this is not how you would do it automatically but it gives you a way to check to see what we’re doing presently, what we plan to do in the future and also an independent check which I’ll get into in a few minutes here. The map view consumes optimize GeoTIFF of the maps of the forecast guidance and that’s generated by the dissemination system which is again used by the map viewer that consumes those map services. 
So the next slide, so this is just kind of giving you a little behind the scenes look of the actual dissemination system that’s running on AWS Cloud. And it includes several subsystems for data acquisition, processing and dissemination. And Jason Greenlaw, the lead developer, was the architect of this dissemination system. The loosely coupling of these subsystems allowed the individual components to be supported and upgraded independently providing maximum flexibility for the future as new technologies evolve as well as the data formats and access methodologies also change. The loosely coupled architecture will allow our team to make rapid changes to mee the user’s needs. 
The Cloud platform is a natural fit for loosely coupled architecture since the developers can weave together capabilities for different applications, functions, services or platforms via APIs. So briefly I will just walk you through this schematic using the NLS Chesapeake Bay forecast system I just mentioned as an example. So this morning the NOS forecast system ran under NOAA’s super computer called 12 UTC around 8:00 AM Eastern time. The output from the CBOFS and that CDF was posted to the NOAA big data bucket, the S3 bucket which stands for simple storage service on Amazon. 
So it's posting automatically triggers the dissemination system. You borrow the file, interpolate the forecast guidance of water currents to spatial resolution and depth and code the output into the S111 HDF5 format. Regular grids on the tiles and regular grids. Also it introduces the XML metadata, the exchange catalogues while studying the run time of the forecast run from CBOFS and post all of this back onto the big data. So we’re looking at the left. We have the output by the models. It goes through the different subsystems of the data processing dissemination system. And then the output actually goes back to big data in a different bucket in the S111 HDF5 file format. This is all done automatically. It's all event driven. It's all automated. and additionally you also produce the GeoTIFFs that feed our maps services that our map viewer then consume and display. Next slide please. 
So this comes to the map viewer. We call it the precision marine navigation data gateway map viewer. And it's an easy way for users to discover, visualize and download the data sets as the S-1000 product suite grows. This is not again as I mentioned a few minutes ago how we expect the manufacturers of the navigation display systems or the underkeel clearance software companies or others to obtain the S-100 datasets every day. But it provides an easy way to determine what we're doing and where for the S-100 datasets. It also provides manufacturers and underkeel clearance companies an independent check to make sure what you think you're getting is what you are getting. 
And so next we're going to have Jason Greenlaw, again the lead developer and architect of the dissemination system who you a demo and hopefully that will illustrate better on what we're doing presently and what we plan to do in the future. And Jason?
Jason Greenlaw:
Yeah. Thanks John. You can see my screen ok? Thanks. So again this is just a quick demo of what the - trying to illustrate what we've done with the dissemination system. We really see this as kind of a discovery tool for how you might be able to understand what data we have available and how to get it. And then understand that the files themselves are the real deliverable here and we want to make sure that we can really show the power of what we can do. So what we're seeing here first is just the nautical product tile scheme which all the OCS products are moving towards. What we wanted to do is kind of harmonize the dissemination of the ENCs which are going to be on tile grids as well with all of these new S-100 products. So we're processing all of these datasets as soon as they're available. And they're [Break in Audio] to a regular grid and then chopped into cells which can be downloaded individually. 
So first we have electronic navigational charts. And here is the output from one of the systems, the Chesapeake Bay operational forecast system showing the surface currents forecast that were processed this morning. So this is the latest coming out of them, in the NOAA Big Data Projects, doing that and then running it through our pipeline. And then fairly low latency as soon as that data becomes available, processing it, interpreting and then encoding it and organizing it through buckets and tiles how they can be downloaded. So this is showing the fold of CBOFS. Each one of these tiles can be downloaded as a standalone S111 file. 
So if I click on these tiles I will show the tile and the dataset as well as a link to be able to get the data. So if we click on that we'll open the link to the actual [Break in Audio]  bucket where we're disseminating the information for this model and you can navigate to see what data is available currently. Each model forecast runs as it becomes available, inputting it and then organizing. And for each of these cells, it's organized into individual regular grid tiles and according to that cell name. And then it will be able to show on this preview of what the data might look like. Not perhaps what the S-100 portrayal will be. However I think it's a good way for us to show what maybe it should look like or at least a representation of the data to even see where we have coverage and again how to find and access that data. 
We are working on some other portrayal mechanisms for having multiple styles available where you can choose between arrow or something like [Break in Audio] lines visualizations for this. But again this is the S-111 surface current product. We currently have several different models available. Most of the NOS OFS are available. Again this is a data processing system. We're doing the interpolation, processing and coding and then [Break in Audio] both the S111 format and the optimized GeoTIFF format which is kind of more of a GIS compatible format in existing GIS systems. We're then serving that out through the geoserver cluster which is [Break in Audio]  server systems that are capable of applying this type of arrow rendering, this kind of scale dependent. And then we interpret those GeoTIFFs, symbolize them and serve them out through web map services which are the widely used open format protocols for serving web maps, for serving GIS I guess over the web. 
So again this is what I’m showing here actually the RTOFS real time ocean forecast system which is a much larger domain than a lot of our smaller models. We have RTOFS east and west. And again we have [Break in Audio] OFS, port specific OFSs as well which are. So you're able to animate and kind of how that forecast evolves over time. And again as the system processes new data this is updating in real time so it will check every few minutes and see if there's new forecasts and available and will automatically display that. We'll be able to add additional functionality to drill down and show exactly - give you a link to individual tile for example. 
We're also able to show - let's see here. We have some of our [Break in Audio] products just as an example. Let's see here if the ENC. This is an example of like the S-102 bathymetry product that we have. This is a hill shade which looks like ENC services is slow this morning to our operational OCS ENC service. But if you just hill shade along with a semitransparent ENC  it kind of gives you an interesting depiction of what a chart might look like with this gridded bathymetry information. And again these files, these gridded maps will also be available through the dissemination system through the NOAA Big Data Program as well. 
So that's just kind of a basic idea of what we've been working on. I think that having this as a tool where people can see what we have, where it's available, again what our coverage is and an easy way to access and kind of verify the information as well because if you pull down our S-111 files and display them in your own systems. This might give you a way to also try to ensure that your depiction is correct. You're pulling the correct data and just pulling it properly. So again it's just a program tool but I think it gives a good picture for yeah, for what we have, what we're trying to disseminate into the system.
John Kelly:
Thank you Jason. Thank you for your demonstration of the maps, illustrating what we're trying to attempt with the S-100 product suite. So again right now the gateway viewer is not available to the outside world and we're working with our IT, security personnel to make that available in the future to the outside community. But right now it's restricted only to NOS IP addresses. So I'm going to turn it over now to Julia to talk about future milestones and the rest of the presentation. 

Julia Powell:
Yeah. Thank you John. So a couple – I think I want to stress a couple things what we demonstrated with the gateway map viewer but also I thought that noting that we put out the global RTOFs model and should be enable to represent the Guld Stream as a big picture as a surface current on any kind of navigation system I think is very beneficial for route optimization. That’s why we’re talking about it goes way beyond sort of a port infrastructure. A couple of things is even though the viewer piece is not yet available all of the data that Jason showed going through the AWS system, that is all completely available and that’s all being able to be done through a machine to machine way through getting through to the metadata, to being able to discover and then be able to download just in time for your voyage. 
So a couple things to note as John pointed out is that these models are running every six hours and that in that AWS processing time we are able to take the big model run, reprocess it, validate it and repackage it within ten minutes of the model run and then make it available back out to the end user. And that goes back to sort of the time scales that the Admiral had talked about at the beginning. We were talking about years and years of time scales but now we’re really shifting into hours if not eventually minutes. And then the other key thing is even though John had mentioned that S-111 the file size guidance was ten megabytes if you look at a quick shot at how big the files were on the AWS system by tiling it, our file sizes are around averaging a 500 kilobytes which makes it a lot easier to transmit through satellite infrastructure and low band width situations. 
So just a couple sort of notes to think about during that demo. So another thing is where we’re going towards now in the next fiscal year is that we’re looking to disseminate additional NOAA S-100 products. So for example we’ve got new models under development or that are being upgraded. So we have the existing northern Gulf of Mexico model but we’ve actually put – we’re putting out towards the end of the year an upgraded model that picks up all of the Mississippi and so we’ll be able to issue out the surface currents for going up towards Baton Rouge. 
And then we also have a west coast shelf model that has a fairly large extent and we want to put that out also as the S-111 file format. That should be released towards the end of the year also. And then we’re also working with the IHO on stabilizing the S-104 product specification for water level file formats. And so we feel that at this point the specification is fairly stable so we’re able to start implementing sort of test data sets. And so we’re going to spend the next year working on forecast guidance of water levels. And then we’re also going to work to provide the S-102 bathymetric surface tiles for Hudson River, New York Harbor, coastal New England and I think also LA Long Beach. 
We’re having sort of an internal conversation because eventually with the bathymetric surface being raised by the water levels that represents a navigational product so we have to make sure really make sure what we’re releasing is safe for navigation and not just sort of more for scientific discovery. And then we’re also working with our colleagues over at the weather service to post their developmental project which you’ll hear a little bit about in our closing session with the 41X weather and wave hazards overlay products. 
And then we’re also going to focus on version one of marinenavigation.noaa.gov which is sort of our website that focuses primarily on NOAA’s navigation related products of which we’re the data gateway, sort of a foundational piece of that. Next slide please. So I’m actually going to turn it over to Christine who is going to talk a little bit where we are with our stakeholder engagement. 
Christine Burns:
Yeah. So this is sort of a timeline of the last six months of our stakeholder engagement and then also a short projection of maybe the next six months. And I won’t go through every letter and blog post that we’ve sent out. But I wanted to give you an overview of the different ways that we’ve been reaching out with our stakeholders and the different communities that we’ve been trying to reach out with. So we have a list serv of people interested in the precession navigation program that we started last summer after that workshop. And we’ve been sending occasional letters out over that list serv. 
And then we have a blog where we’ve been giving more informational updates on the data services that we’re going to be putting out and letting people know when things are coming down the line. And then more recently we’ve started using the NOAA navigation services newsletter which I believe reaches over 2,000 individuals just to give heads up for events such as the webinar that we’re having today. And through these different means we’ve been able to connect with pilots, port authorities, software developing companies, many different communities. 
And then we’ve also taken a concerted effort to reach out to our federal partners. So as Admiral Smith mentioned in the opening we have the US committee on the marine transportation system and they’re an interagency group which we’ve been able to give an informational briefing to and sort of spread the word more broadly. And then we also held a few informational briefs for leadership at the maritime administration, Coast Guard and the Navy just to make sure that we’re bringing our federal partners along with us on this journey. 
So now we’re at the workshop and in the next six months we are going to be releasing a report from the workshop. We’ll post recordings of the speaker presentations and follow up with any action items we get from the next few days. And then as we’re able we’ll be releasing improvements to the dissemination system and pushing those out over our various medium as well. And then looking into the long term future into the spring, we’re hoping to host a briefing for congress as well. Next slide please. 
So a quick recap of last year’s workshop. It was a much smaller event because it was in person and we hosted it at the joint hydrographic center at UNH. And our main goal from this workshop was really to set the groundwork for the program. We didn’t have a firm product to show yet. But it was an opportunity to set our goals and get some preliminary feedback predominantly from software companies. And we covered a number of topics. And I think some of those will come up again at the workshop that we’re hosting today including 24 by 7 operations and how on the NOAA side we’re trying to manage that as well as documentation for the data and communication of uncertainty and how we share that with our users and display that on systems. So some other feedback that we had gotten was the need to bring in more partners. 
And as Admiral Smith mentioned – can you hit the next slide please? We have really focused this workshop accordingly. So we’re in the opening session right now and this is the most information that you’re going to get from us and the most that we hope to speak. For the next three sessions we’re really hoping to hear from all of you guys as our partners. And so the first session this afternoon is really that geek to geek talk. It’s focused on the software systems and distributors. And then the last session of the day today will be our end users. We only had two pilots at our workshop last year and they said we have a lot more to say and we have information that will be useful to you. 
We’re hoping to get a lot of pilots, port authorities, the people who actually have to make decisions based on these data in that session from 3:00 to 4:30. And then first thing tomorrow morning we’ll have a couple of presentations from some of our federal partners and then a discussion. And finally we’ll be wrapping everything up in the last session with some report outs from each of the breakout sessions. And then we have two more talks for that session, looking forward and the future of where we’d like to take this program. Next slide. 

Julia Powell:
Yeah. So thank you Christine. So in summary where we are with this project is that we’re developing a prototype dissemination system on the AWS Cloud that processes and disseminates initially our surface water currents and forecast guidance up to 48 hours from 15 national ocean service operational forecast systems that we’ve leveraged using the ENC tile scheme developed by office of Coast Survey. And as we said we stressed we’re really going, utilizing the IHO which is the International Hydrographic Organization’s S-100 framework. So this makes ease of implementation and interoperability in the long run much easier because that’s all built into the framework. 
And then in the future and this year we’re going to come up with the S-102 high resolution bathymetry datasets for selected areas. The S-104 water level forecast guidance, provide our public access to our gateway map viewer and then also provide OGC web mapping services of the bathymetry and the latest water currents and forecast guidance because we also recognize that not everyone necessarily wants that data as a specific product because there is a lot of shore side GIS services that are also in development. So it’s a bit of a – we recognize there’s sort of a multiuse for that data for navigational situations. And then we also want to begin our development for marinenavigation.noaa.gov. So I believe that is the last slide. Next slide. 
Yeah. Oh this is the last slide. So I really want to say thank you to the dissemination team. Our team is located between Silver Spring and NOAA at the NOAA’s UNH joint hydrographic center. Normally we’d have a lot more visits back and forth but we’ve had to do this all virtually during our pandemic. But I really want to give thanks to John Kelly from the Coast Survey Development Lab who has really been a great project manager for the past two years and building out this team which includes Jason Greenlaw who is our architect and lead develop, Erin Nagel, Adam Gibbons and Steven Gilbert who is on loan to us from the National Weather Service’s Office of Dissemination. 
And without that team we really haven’t been able to – we wouldn’t have been able to get as far as we can in their diligence of putting it out and pursuing the Cloud options. And I’d also like to thank Patrick Keowan who is not on this who helped facilitate our access to the big data project because without that access we wouldn’t actually be able to have any kind of data to disseminate in a public environment. And then lastly I want to say that this precision marine navigation program is not an Office of Coast Survey program. It’s a joint partnership between NOAA’s center for operational and oceanographic products and services otherwise known as CO-OPS. The integrated Ocean Observing System which is IOOS, the National Geodetic Survey, the National Weather Service and the Office of Coast Survey. So thank you very much.
[End of Audio]  

www.verbalink.io

Page 13 of 13

